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- **14:30** - TEA

Chair: Professor Paul Madden, University of Edinburgh

- **15:00** - Dr Hans Martin Senn, University of Glasgow
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- **15:30** - Dr Philip Camp, University of Edinburgh
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- **16:10** - Closing Remarks
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TALK ABSTRACTS
Using Molecular Dynamics Simulations to explore Ligand-DNA Interactions

Simon Mackay

Strathclyde Institute of Pharmacy and Biomedical Sciences,
University of Strathclyde, Glasgow G4 0NR, Scotland, UK

The University of Strathclyde has historically been successful in the design and development of drug candidates to treat a variety of diseases, and since 2001, we have been applying molecular modelling techniques to aid and augment this process. This lecture will report on our input into one such project, where we have used molecular dynamics simulations in association with biophysical techniques to understand and predict how specifically designed ligands complex with DNA in a sequence-selective manner.
From Computational NMR Spectroscopy to Homogeneous Catalysis: Beyond Static Molecules

Michael Bühl

School of Chemistry, North Haugh, University of St. Andrews,
St. Andrews, Fife KY16 9ST, UK

Selected case studies are discussed that illustrate how density functional computations can be used to address current problems in the chemistry of d and f elements. Applications comprise structure and speciation of uranyl complexes in aqueous solution, the mechanism of reductive dehalogenation of chloroethylenes catalysed by a vitamin B$_{12}$ model, and QM/MM modeling of the $^{51}$V NMR chemical shift tensor of a vanadium-dependent chloroperoxidase (VCPO), a vanadium-containing enzyme (see Figure below). In all these cases, molecular dynamics simulations are important ingredients in the computational protocols, be it to describe the dynamic nature of a surrounding protic solvent or to probe for the flexibility of residues along a peptide backbone.

Figure 1: Schematic of the active center in VCPO showing potential hydrogen bonding interactions between the vanadium moiety and the protein environment.

---

2 M. Bühl, V. Golubnychiy, Organometallics, 2007, 26, 6213.
Adventures in Proton Transport and Proton Migration

Dr Carole A. Morrison

School of Chemistry, University of Edinburgh

Fast proton transport (PT) between hydrogen bond donor and acceptor atoms is of paramount importance in many aspects of chemistry and biology. Applications are diverse and include many technological developments such as hydrogen fuel cells. In nature all reactions that convert energy from one form into another are mediated by PT, which also serves as a vital route to achieve cell pH stabilisation. Proton migration (PM) is a much more subtle effect, where the time-averaged position of the H atom in a short, strong hydrogen bond changes as a function of temperature and pressure.

Our aim is to understand the mechanisms of PT and PM using simulation. This presents something of a challenge for three main reasons. First, bond formation and breaking events are not described by conventional molecular mechanics force fields. Second, owing to the small mass of the hydrogen atom, quantum effects such as tunnelling and zero-point energy contributions can radically alter the reaction landscape. Third, PT is a rare event, meaning that for the majority of the time the system is at rest, with obvious consequences for statistical sampling from molecular dynamics trajectories.

We will present a reaction mechanism for the double PT reaction that occurs spontaneously for the chloroacetic acid dimer system, considering atoms both as classical and quantum particles. We will also present results obtained from molecular dynamics calculations for an adduct of urea and phosphoric acid that go some way towards offering an explanation for the PM phenomenon.

The Challenges Associated With Computing Two-Photon Absorption Properties

Martin J. Paterson

*Heriot-Watt University, Edinburgh*

Two-photon absorption is an increasingly important technique in photodynamic anticancer treatments due to high-focusing resolution and tissue depth penetration. The theoretical determination of two-photon absorption spectra is important in the development of singlet oxygen photosensitizers, but is complicated by significant electronic correlation effects, one-particle basis set errors, vibrational contributions, solvent effects, and laser-factors. In this talk the use of quadratic response function theory in computing two-photon absorption is discussed. Coupled-cluster response theory is used to benchmark other approaches including density functional response theory for the application to large molecules including tetra-phenyl-porphycenes, which show much promise as photodynamic agents. Solvent effects are investigated via a hybrid coupled cluster / molecular mechanics response study of the two-photon absorption of liquid water, including a statistical treatment of the non-linear molecular property via a molecular dynamics sampling. Finally, an introduction to the computation of vibrational properties via response theory is outlined for the frequency dependent polarizability of formaldehyde via the linear response of a full vibrational configuration interaction wavefunction, showing excellent agreement with experiment.
Insights into Enzymatic Halogenation from QM/MM Calculations

Hans Martin Senn, David O’Hagan, and Walter Thiel

Department of Chemistry, University of Glasgow, Glasgow G12 8QQ, Scotland, UK
Scholarship of Chemistry and Centre for Biomolecular Sciences, University of St Andrews, St Andrews KY16 9ST, Fife, Scotland, UK
Max-Planck-Institut für Kohlenforschung, D-45470 Mülheim an der Ruhr, Germany

Several thousand natural organohalogens have been identified, produced by organisms from across the phylogenetic tree. Most of them are bioactives, and some halogenated active pharmaceutical ingredients are already produced by fermentation, making use of the capacity of biological systems to form carbonhalogen bonds with exquisite specificity. However, the details of how this is achieved at the chemical level are only just being established. In particular, X-ray structures of three novel enzyme families—the first fluorinating enzyme, the flavin-dependent halogenases, and the non-haem iron halogenases—have only recently become available.

Our work so far has concentrated on the fluorinase, which catalyses the formation of 5′-fluoro-5′-deoxyadenosine from S-adenosyl-L-methionine (SAM) and F\(^-\) (Scheme). Fluorinase is the first native enzyme identified to catalyse the formation of CF bonds. We have performed QM/MM studies at the DFT/CHARMM level to gain insight into the C-F bond formation step in the enzyme and compared it to the intrinsic reactivity of the substrates in solution. We will discuss the role of the enzyme in promoting and controlling the reaction, resulting in a rate acceleration relative to solution of 10\(^8\). We will also report on the influence of substrate modifications (other halides, SAM derivatives).

We will give preliminary results and an outlook on future work on the flavindependent and non-haem iron halogenases.

Scheme

I will discuss two examples of phase separation, one of relevance to colloid chemistry, and the other to the process of pattern formation in certain biominerals. The first example concerns homogeneously magnetised spherical nanoparticles in a colloidal suspension. The magnetic dipole-dipole interactions cause self-assembly of the particles to form chains, rings, and other types of clusters. This aggregation profoundly affects - and may even preclude - a phase transition between dilute and concentrated phases. Recent results from multicanonical and Wang-Landau Monte Carlo simulations will be reviewed; and evidence for the existence of the phase transition will be presented.\textsuperscript{1,2} The second example concerns diatoms - unicellular, photosynthetic organisms found in freshwater and marine environments. Diatoms possess ornate, porous skeletons fashioned from amorphous silica. By analogy with the templating synthesis of mesoporous materials, it is thought that fluid-phase structures on the surfaces of diatom cells may provide patterned moulds for the deposition of silica. A simple phase-separation model will be presented which is capable of producing templates for a wide variety of diatom structures.\textsuperscript{3}


Poster Abstracts
The aim of the NSCCS is to provide UK academics working across all fields of chemistry with access to software packages and hardware resources. Our database of users include both experimentalists who use calculations to complement their practical work, and computational chemists who take advantage of the extensive range of software available.

We also provide support for non-specialists in the form of one-to-one training sessions, software workshops and specialist scientific consultation. The Service supports a wide range of quantum chemistry, materials chemistry and biological chemistry codes, and state-of-the-art hardware in the form of Magellan, a 224-core SGI Altix 4700 with 896GB of shared memory.
Periodic Structures of Ammonia Borane Clathrates

Alexander Abramov, Maciej Gutowski

School of Engineering and Physical Sciences - Chemistry, Heriot-Watt University

Recent theoretical research showed that the problem of hydrogen storage might be solved by making use of clathrates of Ammonia Borane (AB). These compounds have promising hydrogen density along with kinetically easily accessible hydrogen.

The structures of the compounds are not known and several possibilities have been suggested. All options are challenging for \textit{ab initio} studies as clathrates normally have large unit cells. We present some periodic systems which can be made of AB molecules and perform screening. The challenges due to the size of the systems are overcome by using linear scaling DFT methods. Relative stabilities and geometrical parameters will be reported.
Ligands that interact with DNA have the unique ability to affect processes occurring at the genetic level. DNA minor groove binders are such ligands, which are commonly used as molecular probes and have the potential to alleviate problems arising from genetic disorder.\textsuperscript{1} The synthesis of such ligands is not trivial, and gaining insights into their molecular aspects of binding to DNA through computer simulation is an important challenge in their development as drug candidates. The University of Strathclyde is at the forefront of chemical novelty in this area, and is currently developing these ligands as a new class of antimicrobial agents.\textsuperscript{2} The use of Molecular Dynamics simulations to derive thermodynamic properties of binding events between ligands and DNA has been reported for relative binding free energies for different DNA sequences,\textsuperscript{3} but determination of absolute binding free energies has remained elusive. Using the thiazotropsin-A:5'GCGACTAGTCGC system\textsuperscript{4} as a test case, we have simulated a binding free energy closely matching that of our analytical calorimetric data. We achieved this by running separate Molecular Dynamics trajectories for the ligand-DNA complex, free DNA duplex and free ligand using the Molecular Mechanics/Poisson-Boltzmann Surface Area (MM/PBSA) methodology within the AMBER suite of software. We are currently applying this protocol to other related sequences to assess its robustness.


Study of Dense Silicate Phases using NMR Spectroscopy and First-Principles Calculations

Sharon E. Ashbrook, Andrew J. Berry, Chris J. Pickard, Alan Gregorovic and Stephen Wimperis

1School of Chemistry and EaStCHEM, University of St Andrews, St Andrews, Fife KY16 9ST, UK
2Department of Earth Science and Engineering, Imperial College, London SW7 2AZ, UK
3School of Physics and Astronomy, University of St Andrews, St Andrews, Fife KY16 9SS, UK
4Department of Chemistry and WestCHEM, University of Glasgow, Glasgow G12 8QQ, UK

Structural studies of dense silicates play an important part in understanding the physical and chemical properties of the Earth’s mantle, properties which may be dramatically affected by the incorporation of small amounts of water at defect sites. Natural samples of mantle silicates either contain Fe or are not available, requiring synthesis at high pressures and temperatures, which often yields relatively small amounts of material, hindering the acquisition of NMR data. The study of silicates by NMR is also hampered by the properties of the NMR-active nuclei of the three most abundant elements which make up the silicate Earth, $^{29}$Si, $^{17}$O and $^{25}$Mg. All three have low natural abundances (4.7%, 0.037% and 10%), limiting sensitivity, although this can be overcome synthetically by isotopic enrichment. Furthermore, $^{17}$O and $^{25}$Mg are quadrupolar, with spectra broadened by the second-order quadrupolar interaction. Complex two-dimensional methods (e.g., MQMAS and STMAS) are consequently required to obtain high-resolution NMR spectra.

As a result of these difficulties, we are exploiting first-principles calculations to predict, assign and help interpret high-resolution NMR spectra of isotopically-enriched high-pressure silicates, including the polymorphs of Mg$_2$SiO$_4$ and MgSiO$_3$.

We employ the NMR-CASTEP code, a pseudopotential method which utilizes the gauge-including projector-augmented-wave (GIPAW) formalism, allowing calculation of both electric field gradients and NMR chemical shifts. The use of a planewave basis set and periodic boundary conditions make this an ideal method for the study of periodic solids, providing an accurate, yet computationally efficient, approach. We show examples where calculations provide an aid to spectral assignment and interpretation, and also cases where spectral prediction can help experimental acquisition where sensitivity is particularly limiting. Calculations can also aid in determining the correlation of NMR parameters with structural features, providing the possibility of structural insight from materials where diffraction is difficult.
Mechanistic Analysis of Intermolecular C–H Activation

Amalia I. Poblador-Bahamonde,* Dr. Stuart A. Macgregor

School of Engineering and Physical Sciences, Heriot-Watt University, Riccarton, Edinburgh EH14 4AS, UK; e-mail: aip1@hw.ac.uk

The C–H activation by transition metal complexes is an extremely dynamic area of experimental and theoretical investigation. There has been great progress in the development of new catalysts based on mechanism ranging from oxidative addition to σ-bond metathesis and electrophilic activation. It has been shown that complexes such as A are able to catalyse C–H activation, although they require very high temperatures. Alternatively, complexes such as B can perform C–H activation at room temperature, although so far a successful catalyst has not yet been developed. We believe that species such as B have certain key design features that facilitate C–H activation.

A number of general mechanisms have been proposed for C–H activation, however, these are very difficult to distinguish experimentally. Computational chemistry can provide the missing information and through combining experiment and theory Bergman and Hall have proposed an oxidative addition process (1), while Periana and Goddard have suggested σ-bond metathesis (2). A third possibility is electrophilic activation (3) and previous work in our group has suggested that this process is most accessible in complexes such as B. This poster will describe the results of density functional calculations (DFT) that model these various possible mechanisms for intermolecular C–H activation.

1. Oxidative addition

2. σ-bond metathesis

3. Electrophilic activation

---

Distributed Gas-phase and Solid-state Calculations for the Determination of H-Bonded Systems

Julie Bardin, Blair F. Johnston and Alastair J. Florence

Strathclyde Institute of Pharmacy and Biomedical Sciences, University of Strathclyde, Glasgow G4 0NR

Whilst the determination of molecular crystal structures from powder diffraction data has significantly advanced in the last decade, the location of hydrogen atoms often remains problematic, due to their weak scattering contribution. This is especially of importance when studying hydrogen-bonded systems, such as 2-fluoroethanol and 2,2,2-trifluoroethanol, as the hydroxyl functionality plays a key role in determining the intermolecular interactions in these structures. The use of combined molecular modelling techniques offers a valuable source of additional information to supplement the limited intensity data available from powder diffraction pattern and increase confidence in the location of hydrogen atoms. Firstly, molecular conformations were studied in the gas-phase using Gaussian03\(^1\); molecules were first optimised at B3LYP 6-31+g(d) and the optimised structural parameters were used for single-point calculations, in which torsion angles of interest were varied. The 648 calculations were performed on our distributed, GridMP\(^2\), computing platform, enabling a quick determination of the relevant potential energy surfaces. The low-energy conformations were then used as input models for experimental crystal structure determination using a global optimisation approach that is also implemented on the GRID-MP system\(^3\). The hydroxyl H-atom position was held fixed during the global optimisation. The global minimum structure from 500 simulated annealing runs was then geometry optimised using CASTEP\(^4\) to yield DFT-optimised positions for all hydrogen atoms. The optimised structures are confirmed to be consistent with the laboratory X-ray powder diffraction data by Rietveld refinement\(^5\). From this combined use of gas-phase, periodic and simulated annealing calculations, a degree of uncertainty has been removed in the determination of solid-state structures of crystalline solvents, which would not have been straightforward to solve using experimental data alone.

---

\(^1\) 1995–2004 Gaussian, Inc.
\(^2\) 2000–2007 United Devices, Inc.
\(^3\) 2004–2008 The Cambridge Crystallographic Data Centre.
\(^4\) 2001–2008 Accelrys Software Inc.
Calculations of the excited states of biomolecules with CASSCF

Lilianna Bryjko

School of Chemistry, University of St Andrews, St Andrews, Fife KY16 9ST, UK

Complete Active Space Self Consistent Field (CASSCF) calculations for singlet and triplet 2,4-dioxouracil and keto-guanine-7H were done. The basic point for CASSCF calculation is the choice of the active space. Not only the number of active orbitals and electrons but also the number of calculated states has influence upon the results. Another point of the calculations is the choice of the basis set. The calculations were done with the 6-31G, 6-31G*, cc-pVDZ, cc-pVTZ and aug-cc-pVDZ basis sets. Values such as electronic energy, number of configurations and excitation energy were considered. The ground state dipole moment was compared to the experimental value.
DFT study of the gauche effect in fluoroethane

D. Buissonneaud,* D. O’Hagan, T. van Mourik

School of Chemistry and Centre for Biomolecular Sciences, University of St Andrews, St Andrews, Fife, KY16 9ST, UK; e-mail: dyb@st-andrews.ac.uk

Examples of the gauche effect are found in many molecules, but 1,2-difluoroethane (1) is considered the benchmark case for the unexpected gauche conformational preference.¹

\[
\begin{align*}
&\text{\textbf{1a}} \quad \text{\textbf{1b}} \\
&\text{\textbf{2a}} \quad \text{\textbf{2b}}
\end{align*}
\]

Figure 1: gauche (1a) and anti (1b) 1,2-difluoroethane conformers gauche (2a) and anti (2b) 2-fluoroethylammonium conformers.

A number of attempts at rationalising the gauche preference in 1,2-difluoroethane (1) have been made; the more common explanation involves hyperconjugation. On the other hand, 2-fluoroethylammonium (2) is known to favour the gauche conformer due to a strong electrostatic interaction.²,³ The aim of this research is to study by DFT (density functional theory), neutral molecules which are intermediate between 1,2-difluoroethane (1) and 2-fluoroethylammonium (2) and to try to understand the relative roles of hyperconjugation or electrostatic effects. The selected molecules are:

\[
\begin{align*}
&\text{\textbf{CNF}} \quad \text{\textbf{N}}_{3} \quad \text{\textbf{NO}}_{2} \\
&\text{\textbf{NCO}} \quad \text{\textbf{NCS}} \quad \text{\textbf{NC}} \\
&\text{\textbf{HN-CHO}} \quad \text{\textbf{O-CHO}}
\end{align*}
\]

Computer Simulation Studies of Molecular Order in Chromonic Mesophases

F. Chami and M. R. Wilson

Department of Chemistry, Durham University, Science Laboratories, South Road, Durham DH1 3LE, UK

Chromonic liquid crystals occur widely in aqueous dispersions of many formulated products such as pharmaceuticals and the dyes used in inkjet printing. They are also used in material science for fabricating highly ordered thin films and anisotropic carbons. Chromonic mesophases are usually formed in water from disk-like or plate-like molecules. Here, molecular self-assembly occurs into stacks, and the stacks are then able to pack to form liquid crystalline phases. Unlike many lyotropic liquid crystals, self-assembly is not mediated by the hydrophobic effect, i.e. entropic interactions but is enthalpy driven.

Molecular order within a chromonic phase is not well understood. From system to system, little is known about how molecules pack. Moreover, we know little about the strength of interactions between molecules in stacks or the ordering of water molecules around the stacks. This paper presents initial results from a simulation study designed to answer some of these fundamental questions. Results are presented from atomistic simulations of a chromonic stack for the molecule edicol (sunset yellow) in water, looking at the ordering of edicol molecules in the columns. Results are also presented looking at quantum predictions of NMR shielding. Here, simulation can be linked to recent experimental measurements in solution, which are aimed at understanding how self-assembly occurs in chromonics.
The Drug Discovery Portal @ Strathclyde:
Collation of an Academic Compound Collection

R. L. Clark,1 C. J. Breslin,2 S. P. Mackay,1 B. F. Johnston1

1SIPBS, 27 Taylor Street, Glasgow G4 0NR,
2R & I, 50 George Street, Glasgow G1 1XQ

The Drug Discovery Portal (DDP) brings together the rich, but currently isolated resources in drug research in academic institutions in Scotland and beyond. It provides an accessible central resource to allow chemists and biologists to boost their current drug discovery research efforts. This is achieved by encouraging chemists to upload structures and biologists to upload targets and both parties to initiate advanced in silico screening and hit identification.

The DDP is currently collating the large number of compounds that exist in academic laboratories in Scotland and beyond. Chemists that provide electronic structures of compounds can find a way to repurpose them through the DDP, resulting in increased opportunity for collaborative research in drug discovery.

The University of Strathclyde has a long history of natural products research. Many chemists with varied research interests past and present, have extracted, isolated, identified and synthesised simple and complex natural products to produce a diverse collection of compounds. The design of a compound library enriched with natural-products such as these offers huge potential for the identification of hits for new drug discovery programmes. Recent publications suggest that despite substantial technological developments in combinatorial chemistry generating millions of potentially active compounds, the chemical space that these libraries occupy is small compared with the diversity of a much smaller number of organic natural products.1

Here we describe a method for compound collection analysis and compare the growing DDP Academic Compound Collection with some standard virtual screening libraries.

Virtual Ligand Screening for Riboswitches

Peter Daldrop & Ruth Brenk

*College of Life Sciences, University of Dundee, Dundee DD1 5EH*

Riboswitches are part of the 5’UTR of mRNAs in certain bacteria (e.g. *B. subtilis*) and several plants (e.g. *A. thaliana*). Dependent on ligand binding they can fold into two different conformations, one of which permits further steps in protein biosynthesis, whereas the other does not. Riboswitches are thus *cis*-acting gene regulatory elements.

In this project a modified G-riboswitch was used as a model system to study the performance of virtual ligand screening.

Virtual ligand docking is used to determine binding properties of chemicals to biological macromolecules. Each chemical is placed into the target crystal structure in multiple orientations and conformations and evaluated with an energy-based scoring function. Whereas this method has been extensively applied in the protein field little is known about its performance with RNA.

The application of virtual ligand screening for the G-riboswitch is described and evaluated by both retrospective and prospective tests.
Using DFT-Computed Hydride Chemical Shifts and Coupling Parameters to Identify Species in Solution

Thomas J. Davin, John E. McGrady and Philippe Schollhammer

a The University of Glasgow, Department of Chemistry, University Avenue, Glasgow G12 8QQ  
b Université de Bretagne Occidentale, UMR 6521, 6, avenue Victor Le Gorgeu - CS93837, 29238, Brest Cedex 3, France;  
e-mail: thomasd@chem.gla.ac.uk

The structure of hydride complexes of di-iron clusters is of considerable interest in light of the discovery of the Fe₂ cluster in the active site of hydrogenase enzymes. The identification of these hydrides in solution is typically conducted by ¹H NMR spectroscopy, but this does not always provide an unambiguous structural assignment. Thus, a number of candidate structures may be consistent with a given spectroscopic pattern. Density functional theory offers the possibility of calculating NMR spectroscopic parameters (δ, J) for a range of possible structures and then matching these to experiment. This, combined with energetic data, offers a powerful tool for identifying species in solution.

In this poster, we compare calculated NMR parameters for a series of 4 closely related Fe₂ hydrides recently reported by Schollhammer and co-workers (see Figure). The calculations confirm their structural assignments for 3 of the hydride species (A, C, D), agreement between experiment and theory is less impressive for B.

X-ray Absorption Spectroscopy combined with Ligand-field Multiplet Calculations to gain insight in the Coupling between Electronic and Magnetic structures

M. A. de Vries

Laboratory for Quantum Magnetism, Institut Physique Materie Complexe, École Polytechnique Fédérale de Lausanne, 1015 Lausanne Switzerland; e-mail: mark.devries@epfl.ch

We have studied the geometrically frustrated antiferromagnet iron jarosite using a combined experimental-theoretical approach. Polarisation dependent X-ray absorption spectra at the Fe L2,3 edges of this compound where measured at the European Synchrotron Radiation Facility (ESRF) in Grenoble and at the Synchrotron Radiation Source in Daresbury. These spectra were used to construct accurate models of the nominally Fe$^{3+}$ ions and their ligand field in iron jarosite using multiconfigurational Hartree-Fock calculations. For these calculations we used the program Hilbert++ which was recently developed at the ESRF. Using this method the experimentally obtained spectra could be reproduced in great detail and calculations yielded accurate numbers for the expectation values of the spin moment, orbital moment, spin-orbit coupling, the magnetic anisotropy energies and the O 2p to Fe 3d charge transfer. The calculated values are in excellent agreement with neutron spectroscopy data and the (high temperature) magnetic susceptibility of the iron jarosite.
The Gas-Phase Structures of Methylphosphine and Methylphosphine-borane

Robert Noble-Eddy, a Sarah L. Masters a and Jean-Claude Guillemin b

a School of Chemistry, University of Edinburgh, West Mains Road, Edinburgh, UK; e-mail: r.noble-eddy@ed.ac.uk  
b Sciences Chimiques de Rennes, École Nationale Supérieure de Chimie de Rennes-CNRS, 35700 Rennes, France

Recent work in Edinburgh has been focussed towards determining structures of primary phosphines and the complexes they form with borane. Relatively few studies have been conducted on the structure of the primary aliphatic phosphines, (R−PH2), most likely to be due to their unfavourable properties; they are often pyrophoric, toxic, unstable in air and possess an unpleasant odour. However, primary phosphines have potential as starting materials for various applications such as organophosphine ligand design, catalysis and drug design. As such, the development of more stable, user-friendly phosphines is of great interest. Stabilisation can be achieved by the addition of a bulky protecting group, for example the mesityl group in mesitylphosphine, or by complexation with a suitable Lewis-base. Complexes with borane have been reported and the chemistry of borane adducts explored but only a few structural studies have been reported.

This poster presents the structures of methylphosphine and methylphosphine-borane determined by gas electron diffraction. As the simplest primary phosphine-borane adduct, this system allows structural study free from the effects of larger substituents, and is sufficiently small that high-level ab initio calculations can be performed. The results of these calculations are presented and compared to the experimental structure allowing the accuracy of various theoretical methods to be gauged. Significant structural changes are found around the phosphorus atom upon formation of the complex. These changes, along with the stability they infer, are discussed and rationalised by considering charge transfer within the complex.
Beyond NBH$_x$ The Importance of Thermodynamics in Materials for Hydrogen Storage

Michael J. Edie, and Maciej Gutowski

Heriot-Watt University, Chemistry-School of Engineering and Physical Sciences, Edinburgh EH14 4AS, United Kingdom and W. R. Wiley Environmental Molecular Sciences Laboratory, Pacific Northwest National Laboratory, Richland, WA 99352, USA

Boron-nitrogen hydride (BNH$_x$) materials display exceptionally promising gravimetric and volumetric densities of hydrogen. Hydrogen release from various forms of (BNH$_x$) compounds is typically slightly exothermic and thus regeneration of the spent materials is challenging from a thermodynamic point of view. We have used density functional calculations to explore a range of approaches aiming to improving the thermodynamic performance of these materials with respect to hydrogen uptake and release. We recognize that the BN unit is isoelectronic with the CC unit and dehydrogenation of hydrocarbons is typically endothermic. Thus we propose that (BN)$_{(1-y)}$C$_{2y}$H$_x$ compounds might display thermodynamics for dehydrogenation intermediate between this for carbon-based and that for BN-based hydrides. We will present promising computational results for molecular and extended (BN)$_{(1-y)}$C$_{2y}$H$_x$ compounds.
The Structure of the (SCN) Polymer

Herbert Früchtl, Verity Douglas, Tanja van Mourik, Chris J. Pickard
and J. Derek Woollins

School of Chemistry, University of St Andrews, St Andrews, Fife KY16 9ST, UK

Despite its simple composition, the microscopic structure of the (SCN) polymer (poly-thiocyanogen) is still disputed. Various structures have been proposed in the literature.\(^1\)\(^-\)\(^3\)

We present a comprehensive computational study of molecular fragments based on these structures. Geometries were optimised at the B3LYP/6-31+g* level, and \(^{13}\)C chemical shifts (computed on with B3LYP/6-311++g(d,p)) were compared to experiment.

In addition, plane-wave DFT calculations were carried out to find a likely crystal structure of the compound. A unit cell of 6 atoms was optimised from random starting positions. Larger cells, made up of the three most stable units found in this search, were then optimised and the \(^{13}\)C NMR parameters calculated at the minimum energy structure.

All calculations point towards a chain of 1,2,4-dithiazole units linked by nitrogen atoms. This is consistent with recent work involving infrared, Raman and NMR techniques.\(^4\)

Intramolecular BSSE and Dispersion in the Tyr-Gly Dipeptide

Grace M. Fullerton* and Tanja van Mourik

School of Chemistry, University of St Andrews, UK

B3LYP /6-31+G(d) and MP2/6-31+G(d) calculations predict a different order of stability for some of the low-lying conformers of the dipeptide tyrosine-glycine (Toroz D. & van Mourik T., Mol. Phys., 2006, 104, 559). Structures with a folded peptide backbone (‘book’ conformers) are more stable at the MP2 level, while structures without this folded arrangement (‘extended’ conformers), are more stable according to B3LYP. In addition the two methods predict markedly different structures for the book conformers with the MP2 structures having an increased degree of folding of the peptide backbone. Two possible explanations for the different structures predicted by MP2 and B3LYP are intramolecular dispersion interactions (missing in the B3LYP calculations) and intramolecular BSSE (basis set superposition errors), which tend to be large in MP2 calculations. Recently the accurate geometry of the two book conformers that showed the greatest difference between their MP2 and B3LYP optimised structures was computed with df-LMP2 (density-fitting local MP2) (Holroyd L. F., van Mourik T., Chem. Phys. Lett., 2007, 442, 42 & Shields A. E., van Mourik T., J. Phys. Chem. A, 2007, 111, 13272). df-LMP2 is known to be able to overcome the inadequacies in both the MP2 and B3LYP methods as LMP2 describes dispersion but produces much reduced BSSE values as compared to canonical MP2. df-LMP2/aug-cc-pVDZ geometry optimisation of the B3LYP/6-31+G(d) and MP2/6-31+G(d) structures of the remaining four book conformers shows that for three of these conformers the MP2/6-31+G(d) geometry is essentially correct. The more extended B3LYP structures are therefore likely a result of missing dispersion interactions involving the aromatic ring. For the other conformer the df-LMP2 geometry matches neither the MP2 nor the B3LYP structures. The increased degree of folding seen in the MP2 structure is therefore partially due to intramolecular BSSE. The order of stability of all low-lying conformers (both book and extended) has then been established by df-LMP2/aug-cc-pVnZ (n = D, T, Q) single-point energy calculations using book geometries obtained with df-LMP2/aug-cc-pVDZ and the extended geometries from B3LYP/6-31+G(d) optimisations. The most stable book conformer according to MP2/6-31+G(d) remains the most stable with df-LMP2 though the df-LMP2 relative energies of the other book conformers have changed from those calculated with MP2. For the extended conformers df-LMP2/aug-cc-pVTZ and aug-cc-pVQZ calculations both predict that conformations with a H-bonding interaction between the glycine terminal hydroxyl group and the carbonyl oxygen of tyrosine are more stable. df-LMP2 is thus proposed as a suitable method to predict accurate geometries for small peptides containing an aromatic ring due to its reduced BSSE from MP2. Accurate results can be obtained even when using more limited basis sets (aug-cc-pVDZ). However, to obtain accurate df-LMP2 single-point energies when studying these kinds of molecules, larger basis sets (aug-cc-pVTZ, aug-cc-pVQZ) have to be employed.
Electronic Structure/Function Relationship in Metal Nanowires:
Components for Molecular Electronics

Vihar Georgiev, John E. McGrady

WestCHEM, Department of Chemistry, University of Glasgow, Glasgow G12 8QQ, Scotland, UK

In the past decade, increasing attention has been given to new class materials-molecular wires and switches. The reason is that these systems are elemental building blocks for future electronic applications. Very promising structures are semiconducting polymers, 1D sandwich molecular wires and extended metal atom chain (EMAC). We concentrate our attention and efforts to EMAC where a helical array of oligo-α-pyridyl ligands (tpda) is used to support a chain of metal centres. These systems, most notably the cobalt chains, exist in symmetric and unsymmetric form, as well as range of intermediate structure. In 2006 Pantazis and McGrady established that of Co$_3$(tpda)$_4$Cl$_2$ seems a tristable with three quite distinct low-lying electronic states each which can be populated under particular condition.$^1$

![Figure 1: Structures of Co$_3$ and Co$_5$ EMAC.](image)

In order to explore the full potential of these systems as electric wires, we need to understand new this complex behavior evolves as the chain length increases. Herein we repeat the electronic structure of the Co$_5$ chains and their cation derivates.$^2$ We also describe preliminary result arranging the behaviour of these systems under the applied voltages typical of electronic devices.

---


An Investigation of Structurally-Bound Water Dynamics in High-Pressure Hydrous Magnesium Silicates combining First-Principles DFT Calculations and $^{17}$O Solid-State NMR Experimental Data

John Griffin,\textsuperscript{1} Caroline E. Pringle,\textsuperscript{1} Andrew J. Berry,\textsuperscript{2} Stephen Wimperis,\textsuperscript{3} Chris J. Pickard,\textsuperscript{4} Sharon E. Ashbrook\textsuperscript{1}

\textsuperscript{1}School of Chemistry and EaStCHEM, University of St Andrews, St Andrews, Fife KY16 9ST, UK \textsuperscript{2}Department of Earth Sciences and Engineering, Imperial College, London, SW7 2AZ UK \textsuperscript{3}Department of Chemistry and WestCHEM, University of Glasgow, Glasgow G12 8QQ, UK \textsuperscript{4}School of Physics and Astronomy, University of St Andrews, St Andrews, Fife KY16 9SS, UK

It is estimated that the upper region of the Earth’s mantle contains 200–600 ppm of water.\textsuperscript{1,2} Indeed, the total water content of the mantle may be many times that of the oceans. However, the exact mechanism of this water storage is not understood. It is thought that nominally anhydrous silicates, such as olivine ($\text{Mg}_{2-x}\text{Fe}_x\text{SiO}_4$), may contain sufficient structurally-bound water at defect sites to account for this amount. Structural studies of inner-Earth silicates are therefore vital for a deeper understanding of how this water incorporation takes place. This work considers members of the humite group, $n\text{Mg}_2\text{SiO}_4\cdot\text{Mg(OH)}_2$, as possible models of the defect sites accommodating water (or more precisely hydrogen) in olivine. The structures of these minerals, which occur naturally in the Earth’s crust, may be described simplistically as $n$ layers of forsterite ($\alpha-\text{Mg}_2\text{SiO}_4$), separated by a layer of brucite ($\text{Mg(OH)}_2$). A previous $^{17}$O MAS NMR study\textsuperscript{3} of hydroxyl-chondrodite ($n=2$), hydroxyl-clinohumite ($n=4$), and forsterite, using two-dimensional MQ-MAS NMR to obtain high-resolution spectra, has allowed determination of isotropic chemical shifts, $\delta_{\text{iso}}$, and quadrupolar coupling constants, $C_Q$, and asymmetry, $\eta_Q$. Additionally, high-resolution ST-MAS NMR spectra recorded on the same samples show considerable broadening of resonances corresponding to oxygen sites close to hydrogen atoms in the brucite layers, thus indicating $^1$H motion with exchange between the two $^1$H sites H1 and H2 being a possible explanation. This work compares experimental $^{17}$O MAS NMR data for hydroxyl-clinohumite and hydroxyl-chondrodite with NMR parameters obtained from calculations performed on geometry-optimised crystal structures using the NMR-CASTEP code. Specifically, results are presented which compare isotropic projections of experimental MQ-MAS NMR data with simulated data based on calculated NMR parameters. For the simulated data, two cases are considered, whereby both static and dynamic disorder of hydrogen atoms in the crystal structure is assumed. NMR-CASTEP calculations also yield $^2$H NMR parameters, which may compared with potential future experimental $^2$H NMR studies to probe motion in deuterated samples. However, little work has been done to quantify the accuracy of NMR-CASTEP calculations for this nucleus. Here we present a comparison of experimentally obtained and calculated NMR parameters for some simple model compounds in order to gain an understanding of the accuracy and limitations of NMR-CASTEP for studying $^2$H.

\textsuperscript{1} Bell, D. R., Rossman, G. R., Science, 1992, 255, 1391.
Targeted Crystallisation of Novel CBZ Solvates Based on a Retrospective RandomForest Classification

Andrea Johnston, a Blair F. Johnston, a Alan R. Kennedy b and Alastair J. Florence a

a Strathclyde Institute of Pharmacy and Biomedical Sciences, University of Strathclyde, 27 Taylor Street, Glasgow, Scotland G4 0NR b WestCHEM, Department of Pure and Applied Chemistry, University of Strathclyde, 295 Cathedral Street, Glasgow G1 1XL

RandomForest (RF) classification has been applied to the results of an automated parallel crystallisation study on the antiepileptic compound carbamazepine (CBZ). This work forms part of a wider RCUK Basic Technology funded study into crystal structure prediction and the basic science underpinning organic solid-state diversity. The RF analysis utilised 15 physicochemical solvent descriptors, comprising a range of experimental and calculated values; 3 categorical variables describing the experimental conditions from the crystallisation search plus the observed experimental outcome for each crystallisation. 98% of crystallisations that yielded a CBZ solvate were correctly classified by the analysis. A 2-D MDS plot derived from the RF classification proximity matrix identified two clusters, with one of them dominated by those crystallisations that yielded CBZ solvates. However, three solvents that did not yield solvates in the study were also classified within this group and subsequent RF prediction classified these as being more likely to form a solvate than any other outcome. These results provided a rational basis for subsequent targeted crystallisations of CBZ from each solvent that successfully yielded 3 novel crystalline solvates of CBZ (nitromethane, N-methylpyrrolidone and N, N-dimethylacetamide). Analysis of the RF model also provided a rank dependence of the physical form outcome on the solvent descriptors, providing a basis for further investigation of the key factors underlying solvate formation of CBZ and other organic molecular solids. This approach is of particular value to crystallisation studies where the emphasis is on maximising the number of physical forms discovered. A detailed description of the application of RF to crystalline solvate formation, along with crystal structures of the novel forms and full results from the statistical modelling approach are presented.

1 Liaw and Wiener, R news, 2002, 2, 18–22.
5 Control and Prediction of the Organic Solid-State project (CPOSS) www.cposs.org.uk
Exploring Pyrolysis Mechanisms using *Ab Initio* Calculations

Karen A. Johnston, Hamish McNab,* James Montgomery, William J. O’Neill and Stuart I. Wharton
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Previous research in our group found that under high temperature flash vacuum pyrolysis (FVP) conditions, imidazo[1,2-\(a\)]pyrimidine (1) rearranges to pyrrolo[2,3-\(b\)]pyrazine (2), Scheme 1.\(^1\) Two mechanisms were postulated for this rearrangement; the first *via* carbodiimide 3, the other *via* the bicyclic spiro-intermediate 5. *Ab initio* calculations\(^2\) successfully described the potential energy profiles for both mechanisms although failed to identify the correct mode of rearrangement in this case.

Pyrolysis of the simpler pyrrolo[1,2-\(a\)]pyrimidine (7) yielded azaindoles 8 and 9 in a 3:7 ratio, Scheme 2. Both of the above suggested mechanisms can yield 4-azaindole (8), although only one can successfully access both products.

---


\(^2\) MP2/6-31G(d,p)
Our current area of research aims to combine experimental solid-state techniques, such as X-ray powder diffraction and solid-state Nuclear Magnetic Resonance (NMR), with Density Functional Theory (DFT) calculations. It is hoped that combining and comparing experimental data with theoretical calculations will aid in the characterisation, and hence structural understanding, of materials.

Our initial work has focussed heavily upon several scandium-based perovskite structures. The relative ease with which the well known perovskite structure can be distorted indicates the importance of such compounds in various areas of materials chemistry. Detailed structural characterisation is therefore essential in identifying any structurally related physical properties. Several scandium-based materials have been synthesised and are currently undergoing X-ray diffraction and $^{45}\text{Sc}$ ($I = 7/2$) solid-state NMR analysis.

Our computational work uses the NMR-CASTEP$^1$ code, a planewave pseudopotential method that utilises the gauge-including projector-augmented-wave (GIPAW) formalism and hence enables NMR parameters such as $\delta_{\text{iso}}$, $C_Q$ and $\eta_Q$ to be calculated with relative ease. This, in turn, allows accurate comparisons to be made with the experimental results. Preliminary DFT calculations$^2$ have been completed for various scandium compounds including Sc$_2$O$_3$$^3$, LiScO$_2$$^3$, NaScO$_2$$^3$, ScVO$_4$$^3$, ScPO$_4$$^3$, LaScO$_3$$^4$ and YScO$_3$$^5$.

All calculations indicate excellent agreement with experimental results. Similar calculations have been extended to one particular solid-solution, La$_{1-x}$Y$_x$ScO$_3$, in an attempt to model disorder and interpret the NMR spectrum. Different mechanisms for cation substitution on the A-site have been attempted in the structure with relative success.

---

2 EaStCHEM Research Computing Facility, University of St Andrews.
Antioxidant Activity of Green Tea Polyphenolics

John D. P. Jones
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The antioxidant activity of green tea is attributed to the flavan-3-ols contained therein with the four phenolic structures found in flavan-3-ols identified as resorcinol, catechol, pyrogallol, and methyl gallate. These compounds and their radicals were investigated computationally using density functional theory and subjected to conformational analysis. The most stable conformers were analysed with isodesmic schemes to obtain relative stabilisation energies for their reaction with phenoxy radical. Based on the results of this study, the relative free radical scavenging abilities of these compounds may be ranked: resorcinol < catechin < gallate < pyrogallol. Hydrogen bonding interactions, electron donating substituents, and the formation of quinones were found to have a positive effect on radical stabilisation, thus two hypothetical compounds (1,2,3-trihydroxy-4,5,6-trimethyl benzene and 1,2,3,4-tetrahydroxy-5,6-dimethyl benzene) were subjected to the same procedure and compared with the naturally occurring structures. Both hypothetical antioxidants show significantly greater stabilisation than the model compounds.
High Throughput Screening (HTS) and Virtual Screening (VS) play important roles in modern drug discovery. These methods are used to screen extremely large numbers of compounds against biological targets. New hits selected from HTS and VS can be used as leads for further optimisation and drug development. Recently, several academic groups around the world are setting up screening centres with proprietary compound libraries. Therefore, the question emerges how different the libraries are and if a target should be screened at several centres. To explore the diversity of compounds within the different collections, a core-fragment based approach was developed. Subsequently, the new approach was applied to analyse the similarity between compound libraries of four different screening centres: DDU Dundee, WEHI, NCGC and SJCRH. On a compound level only a small overlap between the different screening sets was observed. However, when the sets were compared on a fragment level the overlap increased but still, there were sufficient differences between the sets to justify screening a target in more than one centre.
Magnetic Coupling in model cubic V, Ni and Cu structures comprised of interlinking HF$_2^-$, HCl$_2^-$ and HFCl$^-$ ligands

L. M. Lawton, D. S. Middlemiss and C. C. Wilson

Department of Chemistry and WestCHEM Research School, University of Glasgow, Glasgow G12 8QQ, UK

A series of model cubic structures were studied in order to obtain magnetic coupling constants for hydrogen bonds of varying length. Hybrid functional calculations were performed on structures containing V, Ni or Cu transition metals linked by [FHF]$^-$, [CIHCl]$^-$ or [FHCl]$^-$ ligands, in order to ascertain the dependence of coupling strength on exact exchange content, hydrogen bond length and proton position.

The computational code CRYSTAL06$^1$ was used to model these theoretical structures. This code allows for the use of both the Hartree Fock and density functional theory approximations under periodic boundary conditions, and also for the mixed hybrid-exchange calculations that have been shown to yield accurate coupling constants in similar cubic structures.$^2$ The geometrical options available in CRYSTAL06 also allowed easy manipulation of the structures, required to extract magnetic coupling constants.

The following basis sets were obtained from the CRYSTAL web page and optimised using the CRYSTAL06 code: the K 86-511G without the d-functions, the transition metal V and Ni 86-411G and Cu 86-4111G, the halogen F 7-311G and Cl 86-311G, and the H 6-311G**. In order to produce an adequate convergence of the total energy, Monkhorst-Pack reciprocal space sampling with a shrinking factor of 8 was implemented and the truncation thresholds for bioelectronic integrals were set at 7,7,7,7.

The dependence of magnetic exchange coupling on proton position and hydrogen bond length was investigated in the Ni systems due to the large coupling values obtained from calculations in which the percentage of HF and DFT exchange were varied. A simple program has also been written in which the numerov method$^3$ was used to solve the 1D Schrödinger Equation for these systems using the acquired potential energy profiles.

The J$_{FHF}$ of 0.033 K obtained in our Cu system with 35% HF exchange has also been successfully compared to the experimental [Cu(HF$_2^-$)(pyz)$_2$]BF$_4$$^4$ complex which was shown to possess an antiferromagnetic J$_{pyrazine}$ coupling of 2.85 K, and a limiting J$_{FHF}$ of 0.03 K. This is encouraging, for the 35%-hybrid functional has been previously shown to yield coupling constants in agreement with experimental values in a wide range of transition metal compounds. Our previous work$^2$ has also borne the utility of this functional in studies of a variety of Prussian Blue analogues. It should be noted that our Cu [FHF] compound is Jahn-Teller active, and so a tetragonal distortion of the cubic symmetry manifests in our geometry optimisations, but this does represent the fact that such distortions are to be expected in real materials. Calculations on the experimental [Cu(HF$_2^-$)(pyz)$_2$]BF$_4$ compound have also begun to successfully converge and may also be presented.

3 J. L. M. Quiroz Gonzalez and D. Thompson, Computers in Physics, 1997, 11, 541.
Neutral and Ionic Deoxycytidine: New Insights from Theory

Sanliang Ling and Maciej Gutowski
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Nucleosides are basic components of nucleotides, which in turn are building blocks of DNA and RNA. Deoxycytidine (dC) is a nucleoside consisting of cytosine and deoxyribose. Here we present a systematic search across the conformational space of dC at high levels of theory. Numerous local minima are identified at the B3LYP/6-31++G** level, from which the most stable conformers are further reoptimized at the MP2/aug-cc-pvdz level. Our global minimum structure is more stable by 4.8 kcal/mol than the previous structure\(^1\) which was extracted from crystalline X-ray data. Moreover, we found that a hydrogen bond is formed between C2=-O2 and O5'-H13' (Figure 1) for all the 8 most stable conformers, and the C2'-endo/anti conformation turns out to be more stable than the C3'-endo/anti conformation, in contradiction to previous findings.\(^1\) The IR and Raman spectra are calculated and the results are in reasonable agreements with experiments based on crystalline structures. The vertical ionization potentials (VIP) of the most stable conformers unravel that the lowest energy electron detachment will take place from the sugar site and the calculated value of VIP determined using the electron propagator approach\(^2\) is 8.59 eV. We also analyzed valence- and dipole-bound anionic states that might develop in the course of interaction of dC with low-energy electrons. The calculated electron vertical detachment energy (VDE) for the valence anion of 0.86 eV matches very well the experimental result of 0.87 eV.\(^3\) The calculated value of adiabatic electron affinity (AEA) is 0.42 eV and this property has not been experimentally measured. The VDE values for the several low-lying conformers span a relatively narrow range of 0.68–0.86 eV and overlap with the previous result.\(^1\) We have also identified dipole-bound anionic states of dC (Figure 2). The VDE and AEA values for the anion based on the most stable neutral conformer are 0.074 eV and 0.065 eV, respectively. We conclude that the valence- and dipole-bound anions might coexist in the gas phase.

---


ZrO$_2$-doped Y$_3$NbO$_7$: a combined experimental and theoretical study of the conduction mechanism

Dario Marrocchelli, Stefan Norberg, Paul Madden and Steve Hull
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My poster will describe the work I have been doing on ZrO$_2$-doped Y$_3$NbO$_7$. Pure Y$_3$NbO$_7$ is a good (but not excellent) ionic conductor ($\sigma = 3.16 \times 10^{-5}$ $\Omega^{-1} \text{cm}^{-1}$ at 1000 K) and has a cubic fluorite structure with 1/8 of the ideal fluorite structure anion sites empty$^1$; it is generally believed that it is these empty sites which are responsible for the ionic conductivity observed in this compound; however, doping this compound with ZrO$_2$ enhances the ionic conductivity even if we keep this number of vacant sites fixed. There is therefore a different (unknown) mechanism which lowers the conductivity in pure Y$_3$NbO$_7$. In order to study this phenomenon and to elucidate the different mechanisms which enhance or lower the conductivity, we carried out Molecular Dynamics simulations and, at the same time, a neutron powder diffraction experiment on Y$_{3-x}$Nb$_{1-x}$Zr$_{2x}$O$_7$ (where $x = 0.2, 0.4, 0.6, 0.8, 1$). Neutron diffraction experiments can give information on both the crystal structure of the system (Bragg scattering) and on the disorder (diffuse scattering). MD simulations can be incredibly helpful since they can provide information which is not easily accessible experimentally, such as the single particle dynamics (experiments almost always provide an averaged picture), high T&P behaviours and more. The first step taken was to develop realistic (DIPPIM) MD potentials for these systems in the way described in ref 2; the reliability of these potentials was tested by comparing the results obtained with a wealth of experimental data: radial distribution functions (obtained by Fourier transform of the neutron data), electrical conductivities and densities were correctly reproduced for many ZrO$_2$–Y$_2$O$_3$–Nb$_2$O$_5$ systems. One result worth mentioning is the perfect reproduction of the conductivity vs $x$ curve in (ZrO$_2$)$_{1-x}$(Y$_2$O$_3$)$_x$; previous studies$^3$ managed to reproduce the same trend but conductivities were always overestimated. After the reliability of these potentials was proved, we started using the simulations to try to understand what lowers the conductivity in pure Y$_3$NbO$_7$; a reasonable guess is that Nb$^{5+}$ traps the oxygen ions with its very high positive charge. To study this, we equalized the anion charges in Y$_3$NbO$_7$ to an average value of (3.5+) and then adjusted the short-range potentials so that the radial distribution functions of this system are unchanged; interestingly, such a system shows a much higher conductivity (one order of magnitude higher). This proves that the Nb high ionic charge is detrimental for the conduction process.

I am currently running some simulations on Y$_{3-x}$Nb$_{1-x}$Zr$_{2x}$O$_7$ (with Y, Nb, Zr having all the same charge), and these seems to show a very high, doping-independent conductivity. Again, this is consistent with our picture, because, once charges are equalized, we expect a generally higher conductivity (less anion clustering around Nb) and we do not expect any variation with doping (charges are all the same). In conclusion, we obtained realistic DIPPIM potentials for the ZrO$_2$–Y$_2$O$_3$–Nb$_2$O$_5$ systems, checked their reliability by reproducing many experimental data (included our own) and used them to study the conduction mechanism in pure and doped Y$_3$NbO$_7$. The results, so far, seems to show that the high charge on Nb is responsible for the lower conductivity in pure Y$_3$NbO$_7$ compared with the ZrO$_2$-doped systems. We plan to do more work on these systems in the future: we are currently analyzing the neutron data via a RMC technique and hope to get some information on the oxygen clustering; we will then also calculate the diffuse scattering for a single crystal and the intermediate scattering functions, to see if we can tie up with the neutron data.

I finally want to point out that our work is an example of how theory and experiments can be used together to study certain systems and how these two approaches are complementary; from our work it is evident that, to obtain a complete understanding of a problem, you need information from both experiments and computational chemistry.

High-Temperature Gas-Phase Studies of Antimony Oxide - how do Theory and Experiment measure up?

Sarah L. Masters
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The gaseous molecular structure of antimony oxide ($\text{Sb}_2\text{O}_3$) was first investigated by gas electron diffraction (GED) in 1961.\(^1\) At this time, analysis of the scattering patterns obtained from the experiments was performed by eye, and none of the present-day sophisticated methods of data extraction and analysis was available. However, the structure was reported as being a dimer at the experimental temperature (see below), and $r\text{Sb-O}$ and $\angle\text{Sb-O-Sb}$ were recorded, albeit with large errors associated with the parameters.

With the introduction of a new very-high-temperature nozzle to the Edinburgh GED apparatus, the gaseous molecular structure of antimony oxide has been re-investigated at 750 K. As well as using computed force-fields to aid the analysis, the performance of a range of theoretical methods has been assessed, with results reported here. A comparison with the (relatively) more recent solid-state crystal structure\(^2\) is also made.

Figure 1: Molecular structure of Antimony Oxide in the gas phase showing the dimeric, tetrahedral, arrangement of the $\text{Sb}_2\text{O}_3$ units.

Hybrid Functionals for Weak Interactions in Solids
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Dipartimento di Chimica IFM e NIS Centre of Excellence, Università di Torino, Italy
Department of Chemistry and WestCHEM Research School, University of Glasgow, UK
Dipartimento di Scienze e Tecnologie Avanzate, Università del Piemonte Orientale, Italy

The Wilson-Levy (WL) correlation functional is combined with the exact Hartree-Fock (HF) exchange in both a posteriori (HF+WL) and self-consistent (HFWL) schemes, and applied to a set of weakly bonded extended systems. The solid phases of Ne, Ar, benzene and graphite, and infinite chains of HF and HCl were selected as a set of representative test cases spanning a range of interaction strengths and types. The intermolecular interactions in the benzene crystal were also examined in the light of the suggestion of pairwise additivity made within a previous study. The results obtained from the HF+WL and HFWL approaches are compared with those produced by the pure PBE and hybrid PBE0 functionals. The study confirms the good performance of the WL functional, although we conclude that the weak and long-range components of the interactions are not properly described in some cases.

Figure 1: The variation in the interlayer binding energy in graphite with interlayer distance within the various functionals, corrected for basis set superposition.
Density functional theory was used to examine the effect of hydrogen-bond (H-bond) cooperativity on the NMR parameters in structures containing hydrogen bonds involving amino groups. These included a guanine quartet (G-quartet) and ring and chain structures built from cyanamide monomers.

It is shown that, even in the absence of geometric variations, the magnitude of the NMR parameters changes when H-bonding monomers are progressively added to extending ring or chain structures. In general, the magnitude of the NMR parameters along the H-bond network increases (“positive cooperativity”), whereas the size of the $^1J_{\text{NH}}$ coupling of the non-H-bonded amino N–H bonds, which are roughly perpendicular to the H-bonding network, decreases in magnitude (“negative cooperativity”) when adding more monomers to the rings or chains. These effects are attributed to electron redistribution induced by the presence of nearby H-bonding guanine or cyanamide molecules.

Collisional Removal of OH(X^2Π, ν = 0, J, e) Rotational Angular Momentum Polarization in Collisions with He and Ar

Grant Paterson, Sarantos Marinakis, Robert Tobola, Jacek Klos, Matthew L. Costen, and Kenneth G. McKendrick

1School of Engineering and Physical Sciences, William H. Perkin Building, Heriot-Watt University, Edinburgh EH14 4AS, UK 2Department of Chemistry and Biochemistry, University of Maryland, College Park, MD 20742, USA

Polarisation spectroscopy (PS), a third-order non-linear spectroscopic technique, has been developed to study the collisional removal of a prepared rotational angular momentum polarisation (orientation or alignment) in simple systems, namely OH(X) + Ar/He. Experiments which are sensitive to such vector properties serve as rigorous tests for ab initio potential energy surfaces (PESs). The measured PS signal decay, as a function of pump-probe delay time, is a result of collisions which remove population from an initially prepared quantum state, i.e. energy transfer; in this case rotational energy transfer and Λ-doublet changing, and also those hydroxyl radicals which suffer a change in the plane of rotation (loss of alignment) or sense of rotation (loss of orientation) and remain in the same quantum state. The later is the new information but is not measured directly. To gain an understanding of these elastic depolarisation events we require prior knowledge of the inelastic contribution to the PS signal loss. As a result, we have performed exact, fully quantum mechanical calculations for the inelastic contributions on a new PES for OH(X)-Ar (presented here for the first time) and on a recent ab initio PES for OH(X)-He [J. Chem. Phys., 2002, 113, 5736]. We also present m_J-resolved elastic cross-sections which are rarely extracted from the scattering matrix. Current work is focusing on converting these to elastic depolarisation rate constants, which, when summed together with the calculated inelastic contribution will provide a rate constant directly comparable to that experimentally measured. A comparison of the experimental and theoretical results presented here demonstrates the power of this technique to test the interaction potential.
Computational Studies of the Dihydro-Imidazo-Phenantridinium (DIP) 
Synthesis Reaction Path
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The main area of this research focuses on the theoretical study of a new flexible 
methodology that allows the production of an unprecedented class of dihydro-imidazo-
phenantridinium (DIP) compounds via a one-pot three-step reaction that could proceed 
via two theoretical pathways. One pathway (A) is where a primary amine carries out a 
nucleophilic attack on a phenantridinium moiety, in contrast to pathway (B) where the 
amine undergoes an S_N2 reaction with a phenantridinium molecule. Density Functional 
Theory studies have been conducted, with the introduction of one molecule of solvent to 
the reactant system, with the aim of:

• explaining which is the preferred pathway;
• clarifying the role of the cyclizations involved in determining that preference;
• understanding the substituent effect in the last reaction step, a hydride transfer 
between a stable intermediate resulting from the cyclization and another reactant 
molecule.

The calculations clearly show that the rate-determining step is the S_N2 reaction also 
after inclusion at the stationary points of a continuum solvent model (DMF).
Baldwin (1976) formulated empirical rules to take into account stereoelectronic require-
ments in cyclization reactions, in which the main parameters considered are the size of 
the ring that is forming, the ring cyclization mode (exocyclic or endocyclic) and the hy-
bridization of the centre that undergoes a nucleophilic attack. Considering the Baldwin 
rules, the cyclizations that constitute the second step of the two pathways considered in 
the reaction studied has been compared. The results show that the 5-exo-tet cyclization 
of pathway A is more favourable than the 5-endo-trig of pathway B. Thus, there is agree-
ment with the empirical rules described by Baldwin. However, the reasons that underlie 
the preference for pathway A should be found in studying the relative energy barriers. 
The calculations bear this out, clearly indicating the higher activation energy of the first 
step of path B, a result also found when utilising in those calculations a different primary 
amine rather than ammonia.

The effect of substituents on the hydride transfer reaction has been carried out utilising 
electron-donor and electron-attractor groups on the stable intermediate resulting from the 
cyclization. The utilisation of electron-donor groups renders the hydride transfer quite 
exothermic with transition states that are reactant-like, in contrast to the situation with 
more electron-attractor groups, where the reaction became almost thermoneutral and the 
transition states more product-like. Therefore, it is possible to conclude, on consideration 
of the Hammond postulate, that the system increases its reactivity by increasing the 
electron-donating ability of the framework, resulting in a faster reaction under normal 
reaction conditions.
A Molecular Dynamics Approach to Equilibrium Structures in Crystals: Nitromethane

Anthony M. Reilly, Derek A. Wann, Carole A. Morrison and David W. H. Rankin
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The equilibrium structure of a crystal represents the system in a theoretical vibrationless state at the absolute minimum of its potential-energy surface. Such structures can be compared directly between different phases and polymorphs and with theoretical calculations. Structures determined using X-ray and neutron-diffraction experiments are time-averaged over all of the molecular vibrations occurring in the crystal. If these motions are anharmonic or curvilinear then the time-averaged and equilibrium structures will differ. There remains no general and simple method for removing the structural inconsistencies that result.

We have recently developed a new method using molecular dynamics (MD) simulations that allows experimental positions to be corrected to equilibrium positions. The corrections are determined by taking the differences between theoretical equilibrium structures and time-averaged structures obtained from MD trajectories. The application of the method to the crystal structure of nitromethane using an empirical force field will be detailed. Comparisons will be made with experimental data sets.

PrnA (FAD-dependent tryptophan halogenase) is an enzyme that takes part in the synthesis of the antibiotic pyrrolnitrin. This enzyme is produced by the bacterium \textit{Pseudomonas fluorescens}. It catalyzes the chlorination of tryptophan, the formation of 7-chlorotryptophan.\textsuperscript{1} This is the initial step of the synthesis of pyrrolnitrin.

\[
\text{Tryptophan} \rightarrow \text{PrnA} \rightarrow \text{7-Chlorotryptophan} \rightarrow \text{Pyrrolnitrin}
\]

We are searching for the exact chlorinating agent, using indole as a model substrate. The chlorinating agent could be hypochlorous acid (HOCl, \(1\)), (chloroammonio)methane (\(\text{CH}_3\text{NH}_2\text{Cl}^+, 2\)) or the chlorooxonium cation (\(\text{H}_2\text{OCl}^+, 3\)).

\[
\text{Indole} + \left\{ \begin{array}{c}
\text{HOCl}, 1 \\
\text{CH}_3\text{NH}_2\text{Cl}^+, 2 \\
\text{H}_2\text{OCl}^+, 3
\end{array} \right\} \rightarrow \text{\(\sigma\)-complex} \rightarrow \text{7-Chloroindole}
\]

\(1\) is formed from in the enzyme hydroperoxyflavin (FADHOOH) and chloride. \(2\) and \(3\) could be formed during the reaction because the substrates pass through a tunnel in the enzyme. This tunnel contains a lysine residue, which could donate H\textsuperscript{+} to \(1\) to form \(3\) or react with \(3\) to generate \(2\). We did geometry optimizations of reactants, intermediates, transition states and products, using Turbomole\textsuperscript{2} at TPSS\textsuperscript{3}/TZVP level, applying the COSMO solvent model. We made transition state searches with ChemShell\textsuperscript{4} to find the energy barrier for the three possible pathways. Our future work will be related to the preparation of the enzyme for MM simulations, MD simulations and QM/MM simulations of the reactions.


\textsuperscript{4} ChemShell, a Computational Chemistry Shell, see www.chemshell.org
A Computational Study of the Oxygen Evolving Mn$_2$-dimeric Porphyrin Complex: Implications for the Catalytic Oxidation of Water

W. M. C. Sameera, John E. McGrady

*WestCHEM, Department of Chemistry, University of Glasgow, G12 8QQ, UK*

In photosynthesis, green plants, algae and cyanobacteria produce dioxygen through oxidation of water at a cubane-like Mn$_3$CaO$_4$ cluster,1 the oxygen evolving centre (OEC). Despite recent breakthroughs that have revealed the 3-dimensional structure of the OEC, the mechanism by which it produces O$_2$ remains elusive. In the absence of definitive evidence in the biological system itself, studies of synthetic metal-based model complexes become critical. Quantum chemical calculations, specifically with density functional theory (DFT), have been shown to be useful in exploring the Oxygen evolving complexes. Siegbahn and co-workers have been postulated that the formation of Mn$^{IV-}$oxyl radical configuration is the key step in the O−O bond formation in photosynthesis.2,3 Further, DFT studies on the high valent Mn and Ru synthetic oxygen evolving complexes also emphasize the potential importance of metal oxyl radical (M$^{IV-}$O$^·$) characteristics, as distinct from metal -oxo (M$^{V}$O), in water oxidation chemistry.3,4 Our objective is to use density functional theory (DFT) to explore one such model, a Mn$^{III-}$-dimeric porphyrin complex, successively catalyze four-electron oxidation of water to evolve molecular Oxygen, synthesized by Naruta and co-workers.5

**Scheme 1:** Computational models for (A) the key intermediate of the proposed reaction pathway for O$_2$ formation,5 (B) hydroperoxo intermediate and (C) peroxy intermediate.

In contrast to Siegbahn’s proposal, the monomer and the dimer models for the key intermediate (A) prefer Mn$^{IV-}$-porphyrin radical (Mn$^{IV-}$Porp$^·$) configuration rather than Mn$^{IV-}$oxyl radical (M$^{IV-}$O$^·$) form in their ground state. However, the key step of the mechanism is the formation of active Mn$^{IV-}$-oxyl radical configurations via spin state crossing between two distinct potential energy surfaces prior the O−O bond formation. Subtle changes in the Mn-oxo coordination sphere trigger the switch in the electronic structure which, ultimately, lowers the barrier for the reaction. The O−O bond formation can occur either via direct coupling between the two MnO groups or by attack of a H$_2$O−MnO group on a molecule of water, giving rise to hydroperoxo (B) and peroxy (C) intermediates respectively. All these findings have potential implications for O−O bond formation in water oxidation catalysis. In particular Naruta’s system perhaps closely mimics the Oxygen evolution mechanism proposed by Hoganson and Babcock for water oxidation in Photosynthesis. These investigations guide the design of catalytically novel and chemically significant second-generation water oxidation catalysts.

Molecular Modelling of MPTP and Cytochrome 2D6 Enzyme Variants


Strathclyde Institute of Pharmacy and Biomedical Sciences, 27 Taylor Street, University of Strathclyde, Glasgow G4 0NR

Introduction
MPTP (1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine) is a neurotoxic agent which is commonly used to develop animal models of Parkinson’s disease (PD). The enzyme cytochrome 2D6 (CYP2D6) displays a protective effect by metabolising MPTP into inactive metabolites. However, in vitro studies have demonstrated reduced metabolism of MPTP by mutated CYP2D6 enzymes. We investigated the free energy of binding (∆G) using molecular modelling studies between MPTP and the wild-type (CYP2D6) and mutant enzyme (CYP2D6*17) structures.

Methods
In the absence of an X-ray structure for the MPTP-CYP2D6 complex, docking methods were used to predict the orientation of the ligand with wild type (pdb code: 2f9q) and mutated CYP2D6 (in silico generated from pdb: 2f9q) as the starting structures for molecular dynamics (MD) simulations. In order to validate the docking method via AutoDock 4, we also investigated the ∆G values and inhibition constants (K_i) of two clinical drugs, pergolide and ropinirole. MD simulations for 3 ns were then performed on the docked MPTP-CYP2D6 complexes using AMBER 9, with explicit solvent representation. The 100 snapshots from the final 1000ps were used to calculate the average relative binding free energies using the MM-PBSA method.

Results
The calculated ∆G values obtained from the MD simulations give a good correlation with the experimental values for the different substrates binding to the CYP2D6 enzyme. In addition, it appears that the relative ∆G of the MPTP complex for mutant enzyme (∆G = -24.27±5.3 kcal/mol) is higher than the MPTP complexed with wild-type (∆G = -26.7±4.9 kcal/mol). These findings suggest that the lower metabolic activity of CYP2D6*17 could be the result of altered affinity for the ligand caused by the amino acid mutations in the active site.

Conclusion
Our preliminary results show that ∆G of MPTP for the mutant enzyme is higher compared with wild-type CYP2D6, although further analysis is required. This result may explain the experimental findings of reduced substrate metabolism by CYP2D6*17. The starting structures obtained from the docking studies give relatively accurate orientations based on the substrate binding free energies and inhibition constants.

The Synthesis and Radical Rearrangement of Dispiro-1,2,4-Trioxanes

Benjamin J. Taylor, Kevin J. McCullough and Stuart A. Macgregor

Heriot-Watt University, Edinburgh EH14 4AS, Scotland
e-mail: bjt1@hw.ac.uk

Macrolides with complex substitution patterns have a wide range of pharmaceutical applications, including as antibiotics, anti-tumour agents and anti-HIV agents. In addition structurally simple macrolides are also components of natural musks or fragrances. Thermolysis of dispiro-1,2,4-trioxanes (1) offers a potentially convenient synthetic route to macrolides as outlined in Scheme 1.

However, the thermolysis of trioxane (1, R = H) produced a mixture of fragmented products and the oxalactone (4). In contrast, thermolysis of dispiro-1,2,4-trioxanes (1, R = OMe) produced the 14-membered macrolide (6, R = OMe) as the major isolable product in high yield. This synthetic route has produced a number of novel macrolides in high yield from dispiro-1,2,4-trioxanes. Investigation of the mechanism by DFT calculations predicts the rate of opening of ring a is significantly slower than that of ring c and so is the key step that determines the product obtained. In addition, varying the nature of the R group dramatically lowers the barrier to opening of a.
Zinc Ammonia Clusters: A joint Electronic Structure and Mass Spectrometry Study

Andrew R. Turner and Bridgette J. Duncombe

School of Chemistry, The University of Edinburgh, Edinburgh EH9 3JJ, UK

In this work we have used a combination of mass spectrometry techniques and electronic structure calculations to understand the structure and energetics of a series of clusters of the form \([\text{Zn(NH}_3\text{)}_n]^{2+} \ (n=1\ldots9)\). The complimentary nature of the experimental and the computational parts of this study allow for a greater understanding than would be available with either technique in isolation. This poster will focus on the computational aspect of this work and show how it compliments the experimental studies.

Both DFT (used in most previous studies of this type of system) and MP2 methods were evaluated for this class of system (with a range of basis sets) and it was found that only MP2/TZVP geometry optimizations consistently generate the lowest energy conformer. DFT calculations always generated a higher energy conformation but would optimize to the lowest energy conformer if started from the MP2/TZVP geometry. The relative stability of different configurations of first and second NH\(_3\) solvation shell arrangements was calculated for various values of \(n\). The most stable first solvation shell configuration corresponds to a tetrahedral \(n=4\) arrangement with higher \(n\) values leading to addition of further NH\(_3\) molecules in the second (and eventually third) solvation shells. Ammonia molecules in the second solvation shell are bound to the first solvation shell by a single hydrogen bond with a length in the region of 1.9 Å. Other structures with bifurcated H-bonds also exist and are very close in energy to the minimum energy conformation (< 15 kJ/mol) and we would expect these to be populated under the experimental conditions. At higher coordination numbers (\(n > 5\)) we see the formation of structures involving secondary solvation in preference to direct coordination; probably due to steric hindrance around the metal ion and the breaking of the tetrahedral binding motif that would be required. The binding energies for different values of \(n\) were computed and used to assess the relative stability of different sized clusters. These stabilities agree with results from the experimental studies. The calculations allow for a deeper, molecular level of understanding to be placed on the experimental results while the experiments provide an independent verification of the theoretical results.
Accurate Structures of Si$_8$O$_{12}$H$_8$ and Si$_8$O$_{12}$Me$_8$

Derek A. Wann, Anthony M. Reilly and David W. H. Rankin

School of Chemistry, University of Edinburgh, West Mains Road, Edinburgh, EH9 3JJ, UK; e-mail: derek.wann@ed.ac.uk

The molecular structures of Si$_8$O$_{12}$H$_8$ and Si$_8$O$_{12}$Me$_8$ have been determined using gas electron diffraction (GED) methods. While the determination of the structure of Si$_8$O$_{12}$H$_8$ was straightforward, that was not the case for Si$_8$O$_{12}$Me$_8$. The use of corrections obtained from SHRINK$^1$ to account for the effects of vibrations proved inadequate in the case of the methylated silsesquioxane.

We have outlined a method that uses molecular dynamics (MD) simulations with periodic boundary conditions to calculate corrections to interatomic distances so that gas-phase equilibrium structures can be determined. For Si$_8$O$_{12}$Me$_8$ a single molecule is placed in a large cell, thus minimising the effects of periodicity. By taking the differences between optimised interatomic distances and those average distances yielded by the MD simulations, corrections for use in GED refinements can be obtained. These corrections are similar in value to those obtained by SHRINK for cases where SHRINK is expected to be correct. However, this method also gives reasonable values in situations where more traditional methods of calculating corrections have significantly over- or underestimated the values.

---


**cis-trans** Isomerization of Azobenzenes Studied by NMR Spectroscopy and DFT Calculations

Nuha Wazzan and Anita C. Jones

School of Chemistry, The University of Edinburgh, West Mains Road, Edinburgh EH9 3JJ

Azobenzene and its derivatives have found wide applicability in areas such as dyestuffs, nonlinear optical materials, photostorage and optical switching.\(^1\) It is well known that azobenzene can exist in two different isomeric forms, trans and cis, in the electronic ground state. The trans isomer is the thermodynamically favoured species and azobenzenes are found predominately in this form. The trans-to-cis isomerisation of azobenzene is induced photochemically, whereas the reverse process can occur thermally or photochemically.

We have investigated the kinetics of cis-trans isomerisation of a series of azobenzene derivatives using NMR spectroscopy with in situ laser irradiation. The effectiveness of this technique for investigating the photoisomerisation of azo dyes and obtaining structural information on short-lived cis isomers has been demonstrated previously.\(^2,3\) We now report the use of this method to investigate the mechanism of the thermal conversion of the photochemically formed cis isomer to the more stable trans form. The influence of substituents and solvent on the rate constant and the enthalpy and entropy of activation of the isomerisation reaction have been examined. Complementary computational studies have been carried out using density functional theory DFT-B3LYP/6-31G** to predict the structures of the cis and trans isomers and the activated complex, and to explore the reaction coordinate. The theoretically predicted activation parameters will be compared with those determined experimentally, and the utility of DFT calculations in predicting the effects of molecular structure and solvation on the kinetics of cis-trans isomerisation assessed. The mechanism of the isomerisation process will be discussed in terms of the two alternative pathways, rotation about the azo bond and in-plane inversion about one of the azo nitrogens.

---


Addition of an electron to a chemical system can lead to significant geometry changes, as observed in the anion photoelectron spectroscopy of the alkali halides. More significant changes, such as proton transfer in a hydrogen bonded system, can also be triggered in this way. This manifests itself as vibrational band structure in the spectrum. Similar proton transfer processes are of great importance in charge transfer systems, for example in catalysis.

In a recent publication, Gutowski, Bowen and collaborators discuss the transfer of a proton from HCl to NH$_3$ in the gas phase. Counter-intuitively, this does not occur in an NH$_3$...HCl hydrogen-bonded complex in isolation - the gas phase proton affinity of Cl$^-$ exceeds that of NH$_3$. An electron must be bound to the system first. The proton is then transferred in this dipole-bound anion to form a stable [NH$_4^+$...Cl$^-$] complex, more accurately described as an NH$_4^0$ Rydberg radical polarised by Cl$^-$.

A series of computational studies have been undertaken to expand upon this paper. The proton transfer process is shown to occur in anions of NH$_3$...HBr, and NH$_3$...HI. The electronic origin of this transfer process is discussed. This proton transfer is also predicted in cationic hydrogen-bonded complexes. The anion photoelectron spectrum of NH$_3$HF indicates that it does not behave in the same manner as the other ammonia-hydrogen halide complexes. This is discussed.